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Natural Language   →   Programming Langauge
Data Driven

NL2Bash: A Corpus and Semantic Parser for Natural Language Interface to the Linux Operating System. Lin et. al. 2018.



Data Collection

Experts: Bash programmers hired from 

Task: Collect Bash commands from the web; (1) if a natural language description is found to 
accompany the Bash command, copy the NL description and modify it when appropriate; (2) 
otherwise,  write an NL description for the Bash command.

NL2Bash: A Corpus and Semantic Parser for Natural Language Interface to the Linux Operating System. Lin et. al. 2018.

NL2Bash is one of the ML tasks where expert knowledge is necessary to data collection.

Expert annotation produces 
high-quality data and is often 
necessary for authentic 
evaluation, but is difficult to 
scale.



NL2Bash
By far the largest (~10k pairs) expert-annotated collection of Bash one-liners paired with their 
natural language descriptions.

NL2Bash: A Corpus and Semantic Parser for Natural Language Interface to the Linux Operating System. Lin et. al. 2018.



NL2Bash
By far the largest (~10k pairs) expert-annotated collection of Bash one-liners paired with their 
natural language descriptions. Initially started with 

the “find” command

NL2Bash: A Corpus and Semantic Parser for Natural Language Interface to the Linux Operating System. Lin et. al. 2018.



Model
CopyNet (Gu et al. 2016)
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Evaluation: manual on a subset

NL2Bash: A Corpus and Semantic Parser for Natural Language Interface to the Linux Operating System. Lin et. al. 2018.



Data Annotation by Experts

NL2Bash: A Corpus and Semantic Parser for Natural Language Interface to the Linux Operating System. Lin et. al. 2018.

1. Data Annotation by Experts - web page crawling and filtering



Data Annotation by Experts
II. Data Annotation by Experts - example routing

NL2Bash: A Corpus and Semantic Parser for Natural Language Interface to the Linux Operating System. Lin et. al. 2018.



Data Annotation by Experts
III. Data Annotation by Experts - cross validation We build reddit-style 

interaction thread for 
experts to review the 
annotations of each other. 

An expert could propose 
changes to another expert. 
The proposal recipient 
could accept or reject the 
change, and the two 
experts could discuss 
until they agree with each 
other.

NL2Bash: A Corpus and Semantic Parser for Natural Language Interface to the Linux Operating System. Lin et. al. 2018.



Data Annotation by Experts
However, we observed that the process still have several shortcomings…

II. Annotator Fatigue
     Experts stopped producing diverse natural language descriptions after working for a certain 
amount of time; some came up patterned language to accelerate annotation.
    Solution: hiring Amazon Mechanical Turk workers to paraphrase the expert annotation. Caveat: 
Annotating high-quality paraphrases requires expertise.

I. Converting programs to NL descriptions is a very subjective tasks
     Even experts tend to omit details that’s necessary for computers to make the correct 
translation, indicating the necessity of modeling ambiguity, omission and pragmatics. (Setlur et al. 
2019, 2020)

NL2Bash: A Corpus and Semantic Parser for Natural Language Interface to the Linux Operating System. Lin et. al. 2018.
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     Experts stopped producing diverse natural language descriptions after working for a certain 
amount of time; some came up patterned language to accelerate annotation.
    Solution: hiring Amazon Mechanical Turk workers to paraphrase the expert annotation. Caveat: 
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I. Converting programs to NL descriptions is a very subjective tasks
     Even experts tend to omit details that’s necessary for computers to make the correct 
translation, indicating the necessity of modeling ambiguity, omission and pragmatics. (Setlur et al. 
2019, 2020)

Focus on collecting high quality 
evaluation data; modeling ambiguity and 
pragmatics; creating interaction flow and 
feedback loop with user. The training 
data will never be perfect.

NL2Bash: A Corpus and Semantic Parser for Natural Language Interface to the Linux Operating System. Lin et. al. 2018.



Evaluating Code Generation
1. Two pieces of code with different surface forms may have the same 

semantics. 
• Formally verifying program equivalence is expensive.

II. It’s challenging to evaluate Bash code execution results for training and 
evaluation. 

• Safety and security
• Simulate a variety of system environments is non-trivial

In comparison, evaluation 
with execution is easy for 
some NL → code tasks such 
as NL2SQL (Zhong et al. 2017, 
Zeng et al. 2020), where the 
execution environment is well 
controlled.



Developing Benchmark Platforms

It is challenging to carry out such development in academia
• Difficult to scale

• Building the systems and platforms costs long student hours
• Data annotation is expensive

• User study benefits from “real users”

The community could largely 
benefit from industry open-sourcing 
such frameworks and open 
challenges like NLC2CMD.



Modeling
Leverage Pre-Trained Language Models

II. Pre-trained language models are powerful at handling natural language 
variations
     BERT (Devlin et al. 2018)
     GPT-3 (Brown et al. 2020)

  BART (Lewis et al. 2020)
  T5 (Raffel et al. 2020)
  …

I. Bash one-liners are great test cases for Seq2Seq (Sutskever et al. 2014) 
models
     + Copy mechanism for constant values

Keep model architecture general in 
order to generalize to other scripting 
languages (e.g. Perl, Ruby etc.)



Modeling

IV. Incorporating external knowledge such as API documentation, 
StackOverflow discussion threads, and so on

III. Pre-training programming language models
Incorporating External Knowledge through Pre-training for Natural Language to Code 
Generation. Xu et al. 2020
Unsupervised Translation of Programming Languages. Lachaux et al. 2020
…



Relieving Data Annotation Demand 
1. Data augmentation

• StaQC: A Systematically Mined Question-Code Dataset from Stack Overflow. Yao et al. 2018
• Data Recombination for Neural Semantic Parsing. Jia & Liang 2016.

II. Data synthesis
• Schema2QA: Answering Complex Queries on the Structured Web with A Neural Model. Xu 

et al. 2020
• Genie: A Generator of Natural Language Semantic Parsers for Virtual Assistant Commands. 

Gampagna et al. 2019

III. Active Learning & Learning from Interaction
• An Imitation Game for Learning Semantic Parsers from User Interaction. Yao et al. 2020
• Speak to your Parser: Interactive Text-to-SQL with Natural Language Feedback. Elgohary et 

al. 2020
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Start from data, but look beyond data



The User Control Spectrum

0% machine intelligence
100% user control

100% machine intelligence
Very little user control
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1. NL2Bash: A Corpus and Semantic Parser for Natural Language Interface to the Linux Operating 
System. Lin et al. 2018

2. Program Synthesis from Natural Language Using Recurrent Neural Networks. Lin et al. 2017
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Development. Ernst 2017.
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